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Problem Formulation

 Given a text collection and a class hierarchy, the task aims to 
assign each document the most appropriate class label;

 Consider tree-structured class categories;

 User provides weak supervision for each leaf class
 Word-level; e.g. {“basketball”, “football”, ”tennis”}

 Document-level: very few labeled documents (3-10 docs per class).

 The weak supervision sources of each internal class are an 
aggregation of those of all its descendant leaf classes;

 Documents can be assigned to both internal and leaf categories 
in the hierarchy.
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Model Class Distribution
 We model class semantic on a unit sphere in 𝑅𝑅𝑝𝑝

 Directional similarities between vectors are more effective in 
capturing semantic correlations;

 Words are represented by normalized 𝑝𝑝-dimensional word2vec 
embedding;

 Class semantic = a probability distribution over vector directions in 
𝑅𝑅𝑝𝑝. 



6

Model Class Distribution
 We need to take parent-child relationship in the class hierarchy 

into consideration.

 For leaf classes, we model the class semantic as one vMF
distribution;

 For internal classes, we model the class semantic as mixture of vMF
distribution, since the semantics of a parent class can be seen as a 
mixture of the semantics of its children classes.
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Model Class Distribution
 Step 1 – Retrieve representative keywords:

 If word-level supervision is given, we use the average of their 
embedding to retrieve top-𝑡𝑡 nearest words in the semantic space;

 If document-level supervision is given, we use tf-idf weighting to 
retrieve top-𝑡𝑡 keywords from these labeled documents.

 𝑡𝑡 is set to be the largest number that does not results in 
overlapping words across different classes.
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Model Class Distribution
 Step 2 – Fitting mixture of vMF distribution

 We define the probability distribution of a class as 

𝑓𝑓(𝒙𝒙;𝚯𝚯) = �
ℎ=1

𝑚𝑚

𝛼𝛼ℎ 𝑐𝑐𝑝𝑝(𝜅𝜅ℎ)𝑒𝑒𝜅𝜅ℎ𝝁𝝁𝒉𝒉
𝑇𝑇𝒙𝒙

where 𝚯𝚯 = {𝛼𝛼1, … ,𝛼𝛼𝑚𝑚,𝝁𝝁𝟏𝟏, … ,𝝁𝝁𝒎𝒎, 𝜅𝜅1, … , 𝜅𝜅𝑚𝑚}
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Model Class Distribution
 Step 2 – Fitting mixture of vMF distribution (cont’d):

 We use EM framework to find the parameters 𝚯𝚯.

 E-step:

 𝑝𝑝(𝑧𝑧𝑖𝑖 = ℎ ∣ 𝒙𝒙𝑖𝑖 ,Θ(𝑡𝑡)) = 𝛼𝛼ℎ
(𝑡𝑡)𝑓𝑓ℎ(𝑥𝑥𝑖𝑖; 𝝁𝝁ℎ

(𝑡𝑡),𝜅𝜅ℎ
(𝑡𝑡))

∑ℎ′=1
𝑚𝑚 𝛼𝛼ℎ’

(𝑡𝑡)𝑓𝑓ℎ’(𝑥𝑥𝑖𝑖; 𝝁𝝁ℎ’
(𝑡𝑡),𝜅𝜅ℎ’

(𝑡𝑡))
;

 M-step:

 𝛼𝛼ℎ
(𝑡𝑡+1) = 1

𝑛𝑛
∑𝑖𝑖=1𝑛𝑛 𝑝𝑝(𝑧𝑧𝑖𝑖 = ℎ ∣ 𝒙𝒙𝑖𝑖 ,Θ(𝑡𝑡)) ;

 𝒓𝒓ℎ
(𝑡𝑡+1) = ∑𝑖𝑖=1𝑛𝑛 𝑝𝑝(𝑧𝑧𝑖𝑖 = ℎ ∣ 𝒙𝒙𝑖𝑖 ,Θ(𝑡𝑡))𝒙𝒙𝑖𝑖;

 𝝁𝝁ℎ
(𝑡𝑡+1) = 𝒓𝒓ℎ

(𝑡𝑡+1)

𝒓𝒓ℎ
(𝑡𝑡+1) ;


𝐼𝐼𝑝𝑝/2(𝜅𝜅ℎ

(𝑡𝑡+1))

𝐼𝐼𝑝𝑝/2−1 (𝜅𝜅ℎ
(𝑡𝑡+1))

=
𝒓𝒓ℎ

(𝑡𝑡+1)

∑𝑖𝑖=1
𝑛𝑛 𝑝𝑝(𝑧𝑧𝑖𝑖=ℎ∣𝒙𝒙𝑖𝑖,Θ(𝑡𝑡))

.
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Pseudo Document Generation
 Based on the class distribution 𝑓𝑓(𝒙𝒙;𝝁𝝁, 𝜅𝜅), we generate pseudo 

documents as pseudo training data.
 Procedure:
 Train an LSTM language model on the entire corpus;
 Sample an embedding vector 𝒗𝒗0 from 𝑓𝑓(𝒙𝒙;𝝁𝝁, 𝜅𝜅);
 Use 𝒘𝒘0, the closest word to 𝒗𝒗0 in embedding space as the 

beginning word of the pseudo document;
 Feed the current sequence to the LSTM language model to 

generate the next word and attach it to the current sequence 
recursively;

 Since the beginning word of the pseudo document comes directly 
from the class distribution, it ensures the generated document is 
correlated to the corresponding class.



11

Pseudo Document Generation
 Some sample generated pseudo document snippets of class 

“politics” for The New York Times dataset:
 abortion rights is often overlooked by the president’s 30-feb 

format of a moonjock period that offered him the rules to…
 immigrants who had been headed to the united states in 

benghazi, libya, saying that mr. he making comments 
describing…

 budget increases on oil supplies have grown more than a ezio
of its 20 percent of energy spaces, producing plans by 1 
billion…
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Hierarchical Classification Model
 Local Classifier Per Internal Class

 We construct a neural classifier (CNN or RNN) for each internal class 
with two or more children classes;

 Intuitively, the local classifier aims to classify the documents 
assigned to parent class into the children classes for more fine-
grained predictions;

 For each document 𝐷𝐷𝑖𝑖, the output of the local classifier can be 
interpreted as a conditional probability 

𝑝𝑝(𝐷𝐷𝑖𝑖 ∈ 𝐶𝐶𝑐𝑐ℎ𝑖𝑖𝑐𝑐𝑐𝑐 ∣ 𝐷𝐷𝑖𝑖 ∈ 𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑡𝑡)
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Hierarchical Classification Model
 Local Classifier Pre-training
 We generate 𝛽𝛽 pseudo documents per class to pre-train the local 

classifier;
 A naive way of creating the label for a pseudo document 𝐷𝐷𝑖𝑖∗:
 Directly use the associated class label it is generated from; one-hot 

encodings;
 Problem: classifier overfitting to pseudo documents.

 Instead, use pseudo labels:

 𝑙𝑙𝑖𝑖𝑗𝑗 = �(1 − 𝛼𝛼) + 𝛼𝛼/𝑚𝑚 𝐷𝐷𝑖𝑖∗ is generated from class 𝑗𝑗
𝛼𝛼/𝑚𝑚 otherwise .

 𝛼𝛼 accounts for the “noises” in pseudo documents; it is evenly split into all 
𝑚𝑚 classes.

 Pre-training is performed by minimizing KL divergence loss to 
pseudo labels.
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Hierarchical Classification Model
 Global Classifier Per Level

 At each level 𝑘𝑘 in the class taxonomy, we construct a global 
classifier by ensembling all local classifiers from root to level 𝑘𝑘. 

 Use unlabeled documents to bootstrap the global classifier.
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Hierarchical Classification Model
 Global Classifier Construction

 The multiplication operation can be explained by the conditional 
probability formula:
𝑝𝑝(𝐷𝐷𝑖𝑖 ∈ 𝐶𝐶𝑐𝑐ℎ𝑖𝑖𝑐𝑐𝑐𝑐) = 𝑝𝑝(𝐷𝐷𝑖𝑖 ∈ 𝐶𝐶𝑐𝑐ℎ𝑖𝑖𝑐𝑐𝑐𝑐 ∣ 𝐷𝐷𝑖𝑖 ∈ 𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑡𝑡)𝑝𝑝(𝐷𝐷𝑖𝑖 ∈ 𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑡𝑡)

 All local classifiers from root to to level 𝑘𝑘 are fine-tuned 
simultaneously via back-propagation during self-training; 
misclassifications at higher levels can be corrected.
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Hierarchical Classification Model
 Global Classifier Self-training

 Step 1: Use the pre-trained global classifier to classify all unlabeled 
documents in the corpus;

 Step 2: Compute pseudo labels based on current predictions:

𝑙𝑙𝑖𝑖𝑗𝑗 =
𝑦𝑦𝑖𝑖𝑖𝑖
2 /𝑓𝑓𝑖𝑖

∑𝑖𝑖′ 𝑦𝑦𝑖𝑖𝑖𝑖′
2 /𝑓𝑓𝑖𝑖′

where 𝑓𝑓𝑗𝑗 = ∑𝑖𝑖 𝑦𝑦𝑖𝑖𝑗𝑗 and 𝑦𝑦𝑖𝑖𝑗𝑗 is the current prediction.

 Step 3: Minimize KL divergence loss to pseudo labels.
 Iterate between Step 2 and 3 until less than 𝛿𝛿% of documents in the 

corpus have class assignment changes.
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Hierarchical Classification Model
 Blocking Mechanism

 Some documents should be classified into internal classes because 
they are more related to general topics rather than specific topics;

 When a document 𝐷𝐷𝑖𝑖 is classified into an internal class 𝐶𝐶𝑗𝑗, we use 
the output 𝑞𝑞 of 𝐶𝐶𝑗𝑗’s local classifier to determine whether or not 𝐷𝐷𝑖𝑖
should be blocked at the current class:

 If 𝑞𝑞 is close to a one-hot vector, 𝐷𝐷𝑖𝑖 should be classified into the 
corresponding child;

 If 𝑞𝑞 is close to uniform distribution, 𝐷𝐷𝑖𝑖 should be blocked at current class;

 Use normalized entropy as measure for blocking, i.e. block 𝐷𝐷𝑖𝑖 if 

−
1

log𝑚𝑚
�
𝑖𝑖=1

𝑚𝑚

𝑞𝑞𝑖𝑖 log𝑞𝑞𝑖𝑖 > 𝛾𝛾
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Hierarchical Classification Model
 Algorithm Summary
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Concrete Example: NYT
 Class Hierarchy (trimmed):

 Weak Supervision Source (either of the following two types):

 A small set of keywords (could be simply the class surface name).

 Very few labeled documents (3 per leaf class in the experiments).

Root

Politics Arts Business Sports

Immigration Military Gun Control HockeyBasketball TennisMusic Dance

Science

EnvironmentCosmosStocks Economy
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Overall Classification Performance
 Datasets:

 New York Times

 arXiv

 Yelp Review

 Evaluation:

 Micro-F1 and Macro-F1 among all classes.
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Case Study
 Pseudo Document Generation

 Higher quality pseudo documents = better model initialization + 
faster convergence 
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Case Study
 Global Classifier Self-Training

 Self-training of the global classifier = joint training of all local 
classifiers;

 The ensemble of local classifiers for joint training is beneficial for 
improving the accuracy at all levels.
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Case Study
 Blocking During Self-training

 Average normalized entropy will decrease during self-training, 
implying there is less uncertainty in the outputs of our model;

 The classifier becomes more and more confident during self-
training, and thus fewer documents will be blocked.

Average normalized entropy Number of blocked documents



Thank you
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